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Quantitative studies of variation and change for historical languages are often hampered by 
sparsity of attested data but with rich annotation drawing on long traditions of linguistic and 
philological scholarship (Jenset & McGillivray 2017). Conversely, in natural language 
processing (NLP) for modern languages, data are plentiful but annotated data are scarce, 
prompting the use of neural network models that can accurately infer linguistic properties 
based on distributional information from very large un-annotated corpora (Mikolov et al. 
2013a, Mikolov et al. 2013b). These techniques are relevant to historical linguistics because 
of their ability to handle sparse data and to model highly complex relations. Distributional 
approaches to variation and change in historical data (Barðdal et al. 2012, Jenset 2013) 
have previously relied on vector space representations that capture broad patterns but may 
struggle with highly complex distributional relations with sparse data. 
 
We aim to apply state of the art NLP models to combinations of historical data and database 
annotations. The data stem from the NonCanCase Database, compiled within the ERC-
funded EVALISA project, carried out at Ghent University. The database consists of lexical 
entries of verbs and compositional predicates that select oblique subjects, mostly accusative 
and dative, across all the eleven earliest branches of Indo-European, approximately 4.000 
types in total. There are great differences in meaning found across these types, including 
senses expressing the expected experience, perception, cognition, and bodily states, but 
also involving modality, evidentiality and possession, ranging to different types of 
happenstance events, expressing success and failure, gain, innate properties, as well as all 
kinds of hindrances. By combining sparse historical attestations enriched with expert 
linguistic judgments, and state of the art NLP capable of representing highly complex 
distributional relations, we aim to demonstrate how studies of variation and change in 
historical linguistics can benefit from NLP. 
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